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Abstract

The following paper is a synthesis of related work
in distributed artificial intelligence, multi-agent
systems and distributed problem solving. The
design for these systems are not standardized and
communication conflicts occur between agents.
The software design issue being observed is the
methods for interaction and organization of a
networked system of intelligent agents. A solution
to the issues surrounding these methods could
be a centralized design in conjunction with the
distributed artificial intelligence design.

1 Introduction

Artificial intelligence (AI) has become ubiq-
uitous in society. The use for Al extends
through individual and a multitude of uses.
The analysis of datasets to determine weather
predictions, classifying target domains through
computer vision, natural language processing,
part-of-speech tagging, and so on are only a
few examples of Al in society. In conjunction
with distributed computing, Al tasks are able to
decrease latency by distributing their workload
across multiple compute nodes. To handle giant
datasets, high-efficient data centers are dedicated
to this computation and analysis. Though, Al do
not have to exist in one geographical location.

Instead of the idea of delegating tasks through a
network, as in distributed computing methodol-
ogy, the question arises about how autonomous
individual Al entities that operate over a network,
distributed artificial intelligence(DAI), function
as a single system with these tasks. This con-
cept has been referred to as system of intelli-
gent agents and is defined as multi-agent sys-
tem(MAS). MAS and distributed Al have become
synonyms for one another, though they do have
their own distinct attributes (2). For this paper,
DAI and MAS will be considered as the same and
used interchangeably since that is the accepted
trend in the field (2). The design of these systems
are not standardized (3)), which can be observed
by the issues of such a unique system: commit-
ment, coordination, negotiation, cooperation, dis-
tributed problem solving, centralized versus dis-
tributive (1). This paper investigates the software
design issues of DAI and MAS, specifically the
software design toward interaction and organiza-
tion of such a system. This paper then introduces
the concept of centralized design in response to

the inconsistent design choices for agents. The
setting considered is a system involving a group
of agents under the DAI.

2 Distributed Artificial Intelligence:
Multi-Agent Systems

The concept of distributed computing is to
delegate workable task units to compute nodes
that will process the task and intuitively return
a result. The youthful subfield of Al, DAI, is
built from this same process of task delegation
(6). However, these tasks are delegated to what is
referred to as agents instead of compute nodes.
These agents are autonomous Al entities capable
of learning and performing actions in response to
events (6). A key characteristic of DAI systems
is that the agents are capable of learning from
one another, thus being autonomous Al entities.
Analysis into how these agents learn can lead to
more efficient DAI architecture design (). This
same analysis is also a relevant topic in cognitive
sciences and artificial intelligence ().

It is interesting to note that DAI are also to sug-
gested to be an intelligent system (1)) and it is
proposed that such a system can simulate human
reasoning, knowledge, and expertise for a given
task (1).

2.1 Cognitive Science of an Agent

Cognitive science in terms of MAS entities in-
volve the decision processes of a singular agent
in relation to being in a group of other distinct
agents. It was proposed that agents can be used
to analyze the social interaction of one agent with
other agents and that could be used to model intu-
itions about reasoning, knowledge, and planning
of autonomous Al (1). It can be proposed that
observing an agents methods for reasoning about
other agents actions could be used to also reason
about other environmentally non-intelligent pro-
cesses (1). This proposition stands on the appli-
cation of dynamic behaviour since if agents were
static entities, their behaviour would be easily
predictable. The intentional stanc of an agent is
one taken from a high-level view of their purpose
and so is considered an intentional system (6)).

2.1.1 Reasoning and Knowledge

Reasoning in terms of an intelligent agent are the
ability to change its own beliefs and actions, as

!Term coined by philosopher Daniel Dennett for
the level of abstraction in which we view the behaviour
of an entity in terms of mental properties
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well as the same for other agents (1). The idea
of reasoning and action is considered the agents
commitment to the task. Most of the work done
in this topic is focused on the understanding the
knowledge that’s needed to take an action, and
how that knowledge is received through commu-
nication (1). Such knowledge is required to take
an action to an event and through the agents abil-
ity to learn, new knowledge is gained from that
action (1)).

Agents run into problems when modal proposi-
tional logic is used with logical omniscience (all
valid formulae and consequences are derived by
the agent) and common knowledge (the agent
knows a fact is true and they also know that all
other agents know) (1). To tackle these issues
of knowledge, the concept of defeasible knowl-
edge is introduced that is implemented by the
following

e Foundation theory: beliefs are sus-
tained by explicitly justifications and are
dropped if the justifications change

e Coherence theory: beliefs persist until
challenged (1)

The concept of a decision space is proposed goals
that are bound to their beliefs by preconditions
and current conditions (1). Where the decision
space are the set of hypothesis to be played by
the learner agent on the data drawn from the
distribution/task provided.

The last topic of reasoning is that of reasoning
about other agents actions. An agent must be
able to reason about other agents actions in or-
der to recognize their own potential actions (1).
Through communication, an agent has a casual
understanding of actions taken by another agent
and can construct feasible conclusions on a re-
sponse over the set of all possible actions (1).
However, this method is unable to infer why
one conclusion is more suitable over another (1)
and so a method to successfully weight these re-
sponses should be given. This plan recognition
model uses defeasible reasoning and direct argu-
mentation ascription of belief and used to support
communication between agents (1)).

2.1.2 Assessment

The basic question of DAI is when and what can
an agent do and is solved by assessing the dis-
tribution situation of its environment which can
involve many other agents (1)). This assessment
involves inquiring, abstracting, and organizing
information of the environment. If the informa-
tion correlates with the agents expectations, then

appropriate actions can be executed. If not, then
new expectations may be required. (L)

2.1.3 Organization

A DAI requires knowledge to create agents that
can reconfigure their actions and interactions as
the context or environment change (1). The
structure of a DAI is the pattern of information,
the control of relationships between agents, and
the distribution of problem solving capabilities
among them (1). With this established, the notion
of a global plan is introduced. With this in mind,
the following conditions must be met to ensure
success at problem solving:

e Coverage: any necessary portion of the
overall problem must be within the prob-
lem solving capabilities of at least one
agent

e Connectivity: agents must act in a man-
ner that permits the covered activities
to be developed and integrated into an
overall solution

e Capability: coverage and connectivity
must be achievable within the commu-
nication resource limitations, as well as
the reliability specifications of the group

@

Where the structure of the DAI will provide the
necessary information to perform the underlying
mechanisms of the conditions. An organization
of a DAI is defined by the embedded beliefs,
commitments, and intentions of the agents within

(1.

DAL, intuitively, must align their actions to the
global plan goal and form negotiation and coop-
eration tactics to achieve this goal. The following
system goals aid agents in their attempt to find
solutions for the global goal.

e Increase the solution creation rate by
forming subsolutions in parallel

e Minimize time agents must wait for re-
sults from other agents by coordinating
activity

e Improve overall problem solving by per-
mitting agents to exchange predictive
information

e Assign important tasks to multiple
agents to increase the chance that a solu-
tion will be found

e Improve the use of physical resources
by permitting agents to exchange tasks
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e Improve the use of individual agent ex-
pertise by allowing agents to exchange
goals, constraints, partial solutions, and
knowledge

e Reduce the amount of unnecessary du-
plication of effort by allowing agents to
recognize and avoid redundant activities

e Have agents verify a solution with each
other through rederivation of their exper-
tise and knowledge

e Increase variety of solutions by allowing
agents to form local solutions without
being overly influenced by other agents

e Reduce communication resources by
specifying what messages are permitted
to be exchanged (3)

By following these goals, DAI agents can max-
imize effective organization across multiple di-
mensions (3))

2.1.4 Communication

Communication over a network can be accom-
plished a multitude of ways. DAI systems are
known to utilize no communication, primitive
communication, plan and information passing,
blackboard exchange, message passing, and
high-level communication to name a few (1).
The act of communication is usually to determine
how they can/will help each other. This process
of negotiation and cooperation occurs throughout
the DAL

‘When no communication exists between agents,
an agent only infers the other agents plans (1).
The use of game-theory is implemented by use of
payoff matrices that contain agent pay-off for an
interaction (1)). A step above that is the primitive
communication method where agents communi-
cate by use of signals. These signals are usually
fixed interpretations that is known by all agents
in the DAI (1)). Blackboard exchange utilizes a
shared memory in which agents write messages,
post partial results, and find information (L).
Message passing involves typical message
passing systems such as serialized JSON or
OpenMPI solutions. Finally, excluding plan and
information passing, high-level communication
refers to the understanding of intention based on
beliefs, facts, and previous knowledge (1).

As mentioned, plan and information passing is a
method of communication used throughout a DAL
This involves a total plan being communicated
via two way transaction between two distinct
agents. The total plan acceptance of an agent is
based on a first-in-first-out (FIFO) scheme (1).
However, a few issues arise concerning passing

total plans. One issue is that passing total plans
is computationally expensive (1)) to process and
also in regards to network bandwidth. Another
issue is that the total plan is not guaranteed over
any medium of communication (1). Finally,
the state of the system may change while a
plan is being communicated and becomes
inapplicable to the new system state (1). There-
fore, although the previous sections discussed
plan passing, total plan passing is not a best
strategy and another mode of communication
to deliver and receive plans should be put in place.

The ability of agents to negotiate is to identify po-
tential interactions through communication with
other agents or by reasoning about the current
state of the environment and the intentions of
other agents in the system (3). Modifying the
agents intention or the other agents intentions in
order to prevent harmful situations by creating
cooperative solutions (? ). This can be accom-
plished through the above plan sharing and nego-
tiation on task importance and solution creativ-
ity. These descriptions capture human interaction
where foundations of DAI have been established

@).

3 Distributed Problem Solving

Up to this point, a collaborative reasoning sys-
tem has been discussed involving agents solving
the same problem collaboratively (5). In context
of a distributed computing scenario, now a dis-
tributed problem solving system is considered as
an improvement on design efficiency of task com-
pletion (5). In the same context as distributed
computing and where DAI get their foundation
of methodology from (2), tasks are delegated and
assigned to agents in the distributed problem solv-
ing (DPS) case. The tasks are computed asyn-
chronously and each autonomous agent will plan
their actions accordingly (5). In the end, the par-
tial solutions will be synthesized into an overall
complete solution. DPS, by some, is considered
a subset of MAS (2) and intuitively inherit the
characteristics of the agents. There are four steps
to the distributed problem solving method:

e Problem decomposition
e Task assignment

e [ocal problem solving
e Solution synthesis (5)

Which essentially follow along with typical dis-
tributed computing methodology and so increases
performance via parallelization of task analysis.
In regard to task assignment and solving, a DPS
is a MAS under a few assumptions:
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e Benevolence Assumption: agents want
to help each other whenever possible

e Common Goal Assumption: motivation
for benevolence is that agents operate
under a common goals (2)

The benevolence assumption does not guarantee
cooperation and coherent coordination due to dif-
ficulties timing and local perspectives (2)). As
well with the common goal assumption, the same
issues from the benevolence assumption hold in
terms of globally coherent tasks (2). Since agents
are able to communicate with one another, there is
the risk that they may inundate other agents with
superfluous information (2). What is worse is
that agents may cross purposes and communicate
with another agent causing a distraction and side-
track towards unimportant goals (2). This can be
caused by a degree of redundancy of knowledge
in an agents system (5).

4 Centralized Multi-Agent Design

In centralized multi-agent planning one agent acts
as the central pool that collects the other agents
plans and assesses them to determine conflicts -
thus eliminating redundant work in the system.
The central agent also determines if limited re-
sources are available for any of the participating
agents. Finally, a safety analysis is completed in
order to determine if any potential interactions
may lead to conflicts. Conflicting plans are not
dismissed, but instead placed in a critical plan
dialog based on priority. The plans and critical
plans are then communicated back to the other
agents to implement. (1))

However, in this situation there is no central
agent with a global view (1)) and so a proposition
for a more centralized design is introduced. So
a concept of a centralized design that manages
the global view of the network of agents is
introduced. Agents retain information of the
(common) global goal but the centralized
designer would act accordingly to make sure
each agent is benevolent and work as a whole
(2). Having a centralized designer to micro-
manage communication, plan orientation, agent
organization, and domain knowledge priority
could potentially eliminate some of the issues
mentioned before with respect to the topic.

A centralized designer could also allow for a
non-benevolent environment for agents to come
and go free, in an "open society" setting (2).
These agents would be bound by the "laws" of
the centralized designer and as long as those laws
are obeyed, the agent may operate within the

"society" (2). This could lead for more efficient
results from independent agents acting on their
own interests and beliefs (2).

5 Conclusion

DAI, a subdomain of Al, are becoming more
prevalent like static Al solutions and can offer a
deeper insight into what it means to communicate
and reason as an Al (1)). Through reasoning and
prediction of intent, intelligent agents are able
to take benevolent action that aids other agents
with respect to their common goal. The process
of negotiation and cooperation about how to
manage plans and actions between agents are
accomplished based on the limited resources
available, timing, and concerns for conflict on
those actions. Through the organization and
assessment of the environmental situation, the
structure for the DAI is defined. That structure
lays way to issues involving communication and
planning where plans cannot be executed due
to conflict or accidental distraction from agents
whose knowledge is different than that of agent
being communicated with. Attempts of having a
centralized agent in charge of plan management
have been made, but as efficient as they are at
solving plan conflicts, they do not hold the global
view and can only operate as their notion of the
common goal exists - which could lay to bias
plan and critical plan management. To approach
this issue, a centralized entity or centralized
designer that operates on the global view and is
able to manage and micromanage agents plans
and communication respectively is suggested.

As agents can be observed in terms of human
reasoning - so can the overall system that they
operate with in. With this approach, the consider-
ation of a centralized governing entity is proposed
to manage the global view in which the intelligent
agents operate. There is research involving a de-
mocratized DAI that involve agents being able to
cast votes to other agents (4). An issue with this
is that agents must have built up a "reputation” in
order to vote and could so be swayed by a highly
reputed that actions are taken toward a bias (4).
Having a centralized entity manage and prevent
such issues gives a fair opportunity for all agents
to participant in the DAI environment and global
goal.

6 Future Work

The focus of this paper was on the overall
structure of DAI/MAS systems and how they
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operate. What was not discussed was the issues
surrounding the interoperability of agents (4)) (1)).
The problems surrounding this issue involve the
challenge of coordinating agent specific goals
within the global goal among MAS systems (4)).
This is a more narrow view inside DAI systems
whereas the larger view was taken in this paper,
and so intuitively the next step of investigation in
DAI structures.

The concept of plan passing was introduced and
issues surrounding total plan passing were raised.
Research into appropriate and efficient solutions
to communicate plans should follow.
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